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Evaluated over 200s (110 million events and 4000 
ground truth depth maps) of MVSEC indoor 
sequences (flying 1, 2 and 3).

Harmonic Mean gives best results by suppressing outliers during fusion.

We reconstruct HDR semi-dense depth maps. 
Poses are generated using an offline VIO system.

Summary:
We propose a framework to fuse projected ray density volumes 
across cameras and time for stereo 3D reconstruction in SLAM.

Our stereo ray density fusion method:
• Produces SOTA results (evaluated over five public datasets with 

diverse resolutions).
• Speeds up convergence of the 3D map compared to 

monocular.
• Scales well in multi-camera ( ≥ 2 ) settings.

1. Shoot rays through events using 
known camera poses.

2. Collect ray densities into volumes 
called DSIs.

3. Fuse ray densities from different 
cameras and different times.

4. Extract depth and confidence maps 
from local maxima and noise filters.

No explicit event matching 
across cameras is needed
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